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Introduction
This policy brief examines the role of digital literacy in addressing Technology-facilitated gender-
based violence (TFGBV) in Sub-Saharan Africa. It aims to raise awareness of the evolution, forms and 
impacts of TFGBV, emphasising its disproportionate effect on women and girls, and the barriers it 
creates to their digital participation. The brief advocates for integrating digital literacy into strategies 
that empower women and marginalised groups to recognise, prevent, and respond to online abuse. 
It provides evidence-based recommendations for policymakers, civil society, and technology 
stakeholders to collaborate in creating safer online spaces and addressing systemic challenges linked 
to TFGBV.

Historical Context and Emergence of Technology-Facilitated 
Gender-Based Violence in the Digital Age

TFGBV refers to acts of violence directed at an individual based on their gender, which are committed, 
supported, intensified, or amplified—either partially or entirely—through the use of information and 
communication technologies or digital media.1 The intersection of digital technology and gender-
based violence (GBV) has evolved alongside societal changes and technological advancement.2 The 
internet, while fostering communication and interaction, has also become a platform for perpetuating 
harmful norms and facilitating harassment, particularly against women.3 Digital tools provide anonymity 
and wide reach, enabling perpetrators to amplify abusive behaviours against women.4 The historical 
roots of GBV in systemic inequalities and patriarchal norms have found new expressions in the digital 
realm, complicating efforts to address this phenomenon.5 This has led to a growing recognition of the 
need to adapt frameworks for addressing GBV to account for the complexities of online spaces.6

Forms of Technology-Facilitated Gender-Based Violence

TFGBV manifests in numerous forms, each with distinct characteristics and implications for victims.7 
A 2021 study by the Economist Intelligence Unit found that the global prevalence of online violence 
against women is 85%, with regional variations, including 90% in Africa.8 According to a study by 
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the United Nations Population Fund, nearly 90% of young adults attending tertiary institutions in 
Nairobi, Kenya have observed incidents of technology-facilitated gender-based violence, and 39% 
have personally been victims of such abuse.9 In South Africa, gender-based violence (GBV) is driven 
by patriarchy, power imbalances, inequality, poverty, and unemployment—factors that also fuel 
technology-facilitated GBV (TFGBV).10 Cyber misogyny suppresses women’s voices while amplifying 
patriarchal narratives, mirroring offline gender inequalities in digital spaces.11 A 2018 report by Gender 
Links and the South African National Editors’ Forum (SANEF) found that 30% of women journalists and 
9% of men experienced cyberviolence, including cyberstalking, bullying, and violent, often sexualized 
threats.12 These attacks aim to silence and discredit women, undermining their participation in public 
discourse.

Astroturfing which uses coordinated efforts,13 often involving bots and fake accounts, to spread 
damaging content widely distorting public opinion and isolating victims.14 Cyber-harassment, which 
affects 66% of women globally,15 involves sustained online abuse using text or images, often with 
sexual or misogynistic undertones,16 leading to psychological distress and silencing victims from digital 
spaces. Cyberbullying on the other hand targets young people through threats, embarrassment, or 
humiliation, mirroring physical bullying but in a digital context.17 Similarly, message bombing disrupts 
victims’ communication channels by overwhelming them with an influx of messages, causing both 
technical and psychological harm.18 

Other severe forms include deep fakes, where digitally manipulated images or videos exploit victims’ 
identities,19 with 96% being non-consensual sexual content targeting women.20 Doxing which involves 
non-consensual sharing of personal information to incite harm or harassment21 is experienced by 
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55% of women globally.22 Hacking and stalking incidents have been reported by 63% of women,23 
breaches women’s privacy by intercepting data and monitoring victims.24 Image-Based Sexual Abuse 
(IBSA) involves sharing private images without consent25 has affected 57% of women globally,26 while 
sextortion uses threats of exposing sexual content to coerce victims,27 with a devastating impact on 
girls under 16, who comprise 66% of victims.28

These forms of abuse highlight the pervasive and gendered nature of online violence, underscoring 
the urgent need for global action. Addressing TFGBV demands comprehensive solutions,29 including 
stricter laws, robust enforcement, digital literacy initiatives, and victim support addressing these 
issues. Addressing these issues requires global and collective action.

Psychological and Emotional Impact of Technology-Facilitated 
Gender-Based Violence on Survivors

The psychological and emotional toll of TFGBV on survivors is profound and multifaceted. Victims 
often experience feelings of shame, fear, and anxiety, which can lead to long-term mental health issues 
such as depression and post-traumatic stress disorder (PTSD).30 The public nature of online abuse 
can exacerbate feelings of isolation and vulnerability, as survivors may feel that their experiences are 
trivialized or dismissed by society. The fear of further victimization can lead to self-censorship, where 
individuals withdraw from online spaces to protect themselves, ultimately limiting their participation in 
public discourse and community engagement.31 This chilling effect not only impacts the individual but 
also has broader implications for gender equality and women’s rights, as it discourages women from 
asserting their voices and participating fully in society.32
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Legal and Regulatory Framework on 
Technology-Facilitated Gender-Based 
Violence

Existing Laws and Regulations

Legal frameworks addressing TFGBV are evolving, with many jurisdictions adapting existing laws on 
harassment, stalking, cybercrimes, and defamation to include online behavior. However, enforcement 
remains inconsistent, and many countries still lack comprehensive legislation specifically targeting 
TFGBV. The table below highlights a summary of the legal frameworks from three countries in Sub-
saharan Africa:

COUNTRY LEGAL FRAMEWORK

KENYA Lacks dedicated law addressing TFGBV.

The Constitution guarantees rights to dignity, equality, privacy and freedom of 
expression.

The Computer Misuse and Cybercrimes Act 2018 addresses cyber harassment 
and online child exploitation.

Evidence Act that talks about admissibility of electronic evidence which is 
required when reporting incidences of TFGBV.

The Data Protection Act 2019 and its regulations protect personal data of data 
subjects and prohibit non-consensual sharing of information. 

Children Act 2022 focuses on online safety for minors.

NIGERIA The 1999 Constitution provides for fundamental rights including rights to life, 
privacy, and dignity.      

Cybercrime (Prohibition, Prevention, Etc) Act 2015 addresses cyber offences 
like cyberstalking, phishing, and the distribution of offensive or threatening 
messages, prescribing stringent penalties.     

Violence Against Persons (Prohibition) Act (VAPP) 2015 provides gender-
neutral provisions limited to 18 states, which is inadequate for TFGBV.

Section 24 of the Cybercrime Act was criticised for misuse against journalists.

The federal structure of government complicates the uniform application of 
laws, necessitating constitutional reforms.



SOUTH AFRICA The Constitution provides for protection against discrimination.

Cybercrimes Act 2021 addresses cyber-related offences but does not explicitly 
cover TFGBV.

Protection of Personal Information Act of 2013 (POPIA) addresses cyber 
harassment targeting women journalists.

Domestic Violence Act - a victim of cyberstalking can apply to a court for interim 
protection orders even when the identity of the alleged stalker is unknown.

Protection from Harassment Act 17 of 2011 - The Act is the first SADC 
legislation to address sexual harassment, providing a quick and affordable 
civil remedy, including protection orders for electronic harassment. It extends 
beyond physical harassment to stalking, driven by increased internet and 
cellphone use in South Africa.

Challenges and Gaps in the Current Legal Framework

Legal frameworks addressing TFGBV remain inadequate, with many Sub saharan countries lacking 
specific laws and existing legislation failing to cover the complexities of online violence, such as 
anonymity and rapid content spread. Further, enforcing the existing laws is challenging due to limited 
law enforcement training, resource constraints, and the cross-border nature of online violence. Victims 
face barriers like fear of retaliation, distrust in authorities, and inadequate support services. To deal 
with these issues, comprehensive laws are needed to protect survivors in Africa’s evolving digital 
landscape and in addition, countries should establish specialized courts that deal with TFGBV to 
ensure expertise and cases being handled expeditiously



The Role of Digital Literacy in Addressing the 
Complex Relationship Between Technology-
Facilitated Gender-Based Violence and 
Digital Rights
Digital literacy plays a critical role in addressing the complex relationship between TFGBV and digital 
rights. While digital rights such as freedom of expression, privacy, and access to information are 
fundamental for democratic participation, TFGBV undermines these rights, creating unsafe and 
exclusionary online environments. Empowering individuals, particularly women and marginalized 
groups, through digital literacy equips them to navigate online spaces responsibly, safeguard their 
rights, and mitigate risks such as cyberharassment and doxing. Moreover, digital literacy strengthens 
the ability of users to effectively engage with reporting tools, advocate for policy reforms, and 
practice ethical online behavior, thereby supporting social media platforms and internet service 
providers (ISPs) in fostering safer digital ecosystems. Multistakeholder partnerships between civil 
society organizations (CSOs), government agencies, academic institutions, and international bodies 
are pivotal in advancing these efforts. These collaborations promote accountability, transparency, 
and effective content moderation while integrating digital literacy initiatives to empower women and 
marginalized communities to engage safely and confidently with digital technologies.



Ethical Considerations in Social Media 
Content Moderation in Tackling Technology-
Facilitated Gender-Based Violence
Digital literacy targeting users, content moderators, and policymakers is essential for addressing 
ethical dilemmas in content moderation, particularly in the context of technology-facilitated gender-
based violence (TFGBV). For users, it provides the knowledge to navigate challenges like subjective 
interpretations of language and intent, encouraging ethical online discourse and reducing harmful 
content. For content moderators, it equips them with skills to make informed decisions while 
balancing sensitivity to survivors’ needs with upholding freedom of expression. Policymakers benefit 
by understanding content moderation mechanisms, fostering transparency, and crafting inclusive 
frameworks. Across all groups, digital literacy enhances transparency and accountability by enabling 
users to assess moderation practices, understand appeal processes, and advocate for fairer, more 
equitable online policies.



Conclusions and policy recommendations
In conclusion, digital literacy is a key strategy for combating TFGBV, requiring a multi-stakeholder 
approach. Policymakers should integrate TFGBV digital literacy program requirements into ICT 
regulations, including those that govern tech platforms. Additionally, governments should regionally 
collaborate with the civil society sector to leverage digital literacy programs, ensuring effective 
implementation. Collaboration with academia is equally critical, as academic institutions can provide 
evidence-based research, develop targeted curricula, and evaluate the effectiveness of these programs. 
Governments and civil society should also work with tech platforms to incorporate TFGBV-specific 
training into content moderation processes, fostering a comprehensive and sustainable approach to 
addressing online harm.




